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Figure 1: Depicts a scenario where designers want to test various potential designs for assisted reality (aR) based shopping UI
on smart glasses. Our SimulataR approach supports rapid aR prototyping by combining first-person-view context videos with
design prototypes to create design-blended videos that simulate the viewing experience of smart glasses.

ABSTRACT

Assisted Reality (aR) is a subfield of Augmented Reality (AR)
that overlays information onto a user’s immediate view via see-
through head-mounted displays (OST-HMDs). This technology
has proven to be effective and energy-efficient to support the user
and information interaction for everyday wearable intelligent sys-
tems. The aR viewing experience, however, is affected by vary-
ing real-world backgrounds, lighting, and user movements, which
makes designing for aR challenging. Designers have to test their de-
signs in-situ across multiple real-world settings, which can be time-
consuming and labor-intensive. We propose SimulataR, a cost-
effective desktop-based approach for rapid aR prototyping using
first-person-view context videos blended with design prototypes to
simulate an aR expereince. A field study involving 12 AR users
comparing SimulataR to real OST-HMDs found that SimulataR can
approximate the aR experience, particularly for indoors and in low-
to-moderate lit outdoor environments. Case studies with two de-
signers who used SimulataR in their design process demonstrates
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the potential of design-blended videos for rapid aR prototyping.

1 INTRODUCTION

Assisted Reality (aR) is a type of Augmented Reality (AR) where
information is overlaid in user’s immediate view via see-through
head-mounted displays (OST-HMDs) [55]. Unlike mixed reality
(the more well-known form of AR) which integrates virtual objects
seamlessly into the real world, aR projects a 2D virtual layer at a
fixed depth. Although simpler, aR has demonstrated potential as
an energy-efficient display method for wearable intelligent systems
[69], gaining traction in both research [5, 21, 32, 39, 58, 53, 29] and
industry [6, 68, 56, 66, 47, 28].

Given aR’s infancy, rapid prototyping tools are crucial to acceler-
ate design evolution [9, 3]. However, standard desktop-based tools
like Figma or PowerPoint aren’t tailored for rapid aR prototyping
as these tools do not capture how content appears on a see-through
OST-HMD display. More specifically, the visual appearance of
the virtual content is affected by dynamic real-world backgrounds,
lighting, and even the OST-HMD technology [33]. Consequently,
designers must repeatedly transfer their prototypes to OST-HMDs
for in-situ evaluation, a process that slows design cycles and raises
costs. Furthermore, some scenarios, such as nighttime or public
transport, may not be readily available for in-situ testing.

What if we could simulate a realistic aR experience for quick
prototype assessment? Current approaches are limited. While some
use CAVE systems [19, 13] or VR headsets [35] to simulate mixed
reality, they focus on simulating the stereoscopic aspect of an AR
experience rather than how the virtual content appears in real-world
settings, making them costly and complex to use.

In this work, we introduce SimulataR, a desktop-based rapid aR
prototyping approach using design-blended videos. The design-
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blended videos are created by overlaying aR designs onto first-
person view (FPV) context videos captured at eye-level. Adjust-
ments, like transparency and field of view corrections, are made
to design and context videos to mimic the OST-HMD perspective.
Designers can assess and iterate designs for various scenarios by
blending them with appropriate context videos.

To validate the feasibility of the proposed approach, we con-
ducted a within-subject field study with 12 AR users, collecting
over 108 hours of data. Participants rated the suitability of designs
using OST-HMDs and SimulataR in diverse real-world settings. We
covered various factors like location, lighting, mobility, and en-
vironmental artifacts. We also tested the scalability of SimulataR
for simulating different OST-HMDs experience (Nreal, Hololens 2)
and design types (simple notifications, and complex interfaces).

Results show that SimulataR effectively simulates aR in indoor
and low-lit outdoor environments. However, in high-light situa-
tions (such as outdoor areas on a bright sunny day), especially with
Hololens 2, effectiveness decreased. We further evaluated the po-
tential of the approach for rapid prototyping through case studies
with two designers. Qualitative findings suggest that SimulataR can
be valuable during the initial stages of design for quickly narrowing
down on UI design properties for real-world testing.

The contribution of this paper include:

• An empirical field study to understand how well design-
blended videos viewed on a desktop can simulate the viewing
experience of real OST-HMDs.

• Preliminary insights from case studies on the potential of
design-blending as a rapid prototyping approach for assisted
reality interface design and validation.

2 RELATED WORK
Our work examines the potential of using first-person-view (FPV)
context videos for blending designs to simulate assisted reality, fos-
tering rapid prototyping. This research leverages previous work in
Rapid AR prototyping, AR simulation for OST-HMDs, and first-
person-view video datasets.

2.1 Rapid Prototyping for AR
Rapid prototyping is crucial in the early design process, helping
test ideas at low cost before finalizing interactive systems [2]. Fol-
lowing a recently proposed XR framework [55], we categorize the
various AR prototyping approaches [18] based on the type of AR
experience they can prototype.

2.1.1 Rapid Prototyping for Mixed Reality
Mixed reality experiences seamlessly integrate digital objects into
our real-world view using tracking and mapping. Most existing AR
prototyping approaches provide support towards this end of the AR
space.

Sketch-based prototyping: These approaches enable users to
embed digital sketches or paper prototypes into the user’s view
for mixed reality prototyping. DART [40], an early tool, allowed
users to create and embed sketches or 3D objects into the user’s
view using an OST-HMD but required coding skills. Recent works
[50, 20, 17] simplify this process by enabling users to import digital
sketches directly into their augmented view for interaction. Nebel-
ing et al. expanded paper prototyping to mixed reality, overlaying
paper sketches and quasi-3D content from clay models to create
mobile mixed reality experiences [46, 45].

Video prototyping: This is a low-cost method to convey interac-
tive experiences swiftly by presenting designs in actual usage con-
texts for rapid feedback [41, 42]. Prototyping systems like Pronto
permit spatially-aware placement of 3D sketches on 2D videos, en-
hancing mobile AR experiences [38]. Meanwhile, tools like Mon-
tage and Rapido foster design repurposing and transformation of

non-interactive prototypes into immersive AR experiences [36, 37].
Commercially, Google AR Core [22] aids developers in recording
and embedding 3D assets in real-world scenes.

In summary, while rapid mixed reality prototyping tools prior-
itize illustrating spatial and interactive experiences for designers,
our focus is on assisted reality to offer designers a realistic preview
of how their designs will appear on a real OST-HMD across real-
world settings.

2.1.2 Rapid Prototyping for Assisted Reality

Assisted reality overlays digital content as a 2D virtual layer at
a fixed depth in users’ real-world view. Although simpler than
mixed reality, assisted reality has demonstrated potential as an
energy-efficient display method to seamlessly support everyday
computing tasks and has gained traction among both researchers
[26, 44, 32, 39, 58, 53, 60, 54, 69, 63, 64, 70] and industry
[6, 68, 56, 66, 47, 28].

Despite its importance, approaches for prototyping assisted real-
ity are limited. 3D-HUDD prototypes 3D UIs for Heads-Up Dis-
plays (HUDs) on automobiles [4] using static backgrounds. De Sa
et al. [10] simulate mobile AR by overlaying digital content on pre-
recorded context video. However, assisted reality on OST-HMDs
differs from mobile AR with the visual appearance of content be-
ing dependent on the context [33].

In this work we explore the feasibility of blending designs onto
the context video to simulate assisted reality experiences for OST-
HMDs.

2.2 Simulating AR experiences for OST-HMDs

As outlined in Table 1, previous work has utilized intricate setups
such as CAVE-like domes or VR headsets to simulate mixed re-
ality for OST-HMDs and often necessitate specialized equipment.
For instance, some approaches require users to wear either an OST-
HMD or stereo-tracking glasses and stand inside a hemispherical
dome which is then projected with recordings of outdoor scenes to
simulate mixed reality in specific settings [25, 19, 13, 52]. While
such intricate setups are warranted for supporting experts in con-
ducting controlled experiments in a reproducible manner, we di-
verge by proposing a low-cost solution tailored for non-expert de-
velopers. Our approach involves utilizing design-blended videos
to approximate assisted reality, enabling swifter evaluations and
streamlining real-world testing processes.

3 STUDY: EXPLORING THE FEASIBILITY OF SIMULAT-
ING ASSISTED REALITY ON A DESKTOP WITH DESIGN-
BLENDED VIDEOS

This study aims to determine if blending designs onto FPV context
videos and viewing them on a desktop monitor, can realistically
simulate assisted reality experiences. If so, it could expedite design
evaluations for designers and enable remote assessments across dif-
ferent contexts, particularly benefiting those without easy access to
OST-HMD platforms.

Our primary research question is: To what extent can design-
blended videos simulate the OST-HMD-based assisted reality for
different UIs, contexts, and OST-HMD platforms ?

3.1 Method

To answer our research question, we designed a field study where
AR designers compared and rated UI designs using two viewing
methods: 1) a real OST-HMD in a specific setting (OST-HMD
viewing), and 2) a design-blended FPV video of the identical set-
ting (with corrections as described in Sec 3.2) on a desktop monitor
(SimulataR). Consistent ratings across both methods would indicate
that SimulataR effectively simulates the OST-HMD viewing expe-
rience in that setting.



Table 1: Comparison of AR simulation approaches

Simulation
technique Target Experience Purpose Simulation

mechanism
Low-cost
apparatus

Supports non-experts
lacking coding skills

Support simulation in
diverse real-world settings

De Sa et al. [10] Mobile AR Rapid prototyping Video Prototype
on phone ✓ ✓ ✗

Google AR Core [22] Mobile AR Rapid prototyping Video Prototype
on phone ✓ ✓ ✗

Guven et al. [25] Mixed Reality Simulation environment
for controlled studies

CAVE w/
OST-HMD ✗ ✗ ✗

Gabbard et al. [19] Mixed Reality Simulation environment
for controlled studies

CAVE w/
OST-HMD ✗ ✗ ✗

Lee et al. [35][34] Mixed Reality Simulation environment
for controlled studies VR Headset ✗ ✗ ✗

Ens et al. [13]
Ragan et al. [52] Mixed Reality Simulation environment

for controlled studies
CAVE w/
head tracking ✗ ✗ ✗

SimulataR (Ours) Assisted Reality Rapid prototyping
for OST-HMDs

View design-blended
videos on a desktop ✓ ✓ ✓

Table 2: Overview of OST-HMD platforms

Microsoft Hololens 2 [43] Nreal Light [48]

Resolution (per eye) 1440 x 936 1920 x 1080
Optics Waveguides Birdbath
Display Laser Beam Scanning OLED
Support for assisted reality Dedicated mirroring mode Requires custom application

Context generalizability. Assisted reality is affected by contex-
tual factors such as location, lighting level, environmental artefacts,
and users’ mobility. To test SimulataR’s accuracy across these fac-
tors, we explore two routes (see Figure 2b) differing in lighting
(low: ≈100 lux outdoor, ≈250 lux indoor; high: ≈10,000 lux out-
door, ≈500 lux indoor) [65]. Each route includes three different
location settings (indoor, outdoor, and transport) with two common
mobility tasks (sitting, walking).

Platform generalizability. A wearer’s OST-HMD-viewing ex-
perience is also dependent on the OST-HMD itself, with properties
such as resolution, FOV, and display technology affecting users’
perception of content [14]. We thus consider two OST-HMD plat-
forms (Nreal Light and Hololens 2) of different properties and com-
pare them with their respective SimulataR alternatives.

Content generalizability. We consider how SimulataR can be
used to evaluate text and graphics-based digital content typically
encountered in mobile computing. We look into two types of de-
signs of differing complexity: simple icon-based notifications and
more complex text snippets with photorealistic images (e.g. news
reading or social media interfaces).

3.2 Design-Blended Videos
To construct design-blended videos that closely resemble real OST-
HMD experiences, we conducted informal pilots to identify key
corrections needed for videos with a simple design overlay. In the
pilots, participants assessed sample designs consisting of text and
solid backgrounds on Nreal Light and Hololens 2 platforms at com-
mon low (100 lux outdoor, 250 lux indoor) and high (10000 lux out-
door, 500 lux indoor) lighting levels [65]. After viewing, they ad-
justed the visual properties of the design to match OST-HMD expe-
rience more accurately. Two primary corrections were pinpointed:

1. Additive light corrections: To simulate the additive nature of
OST-HMD displays, we first overlay a black tinted window
of appropriate opacity on the FPV videos to match the tint
level of the OST-HMD (Figure 2a). We then adjust the opac-
ity level of any solid backgrounds in the design based on the
external lighting levels of the simulated context (Figure 2b).

2. FOV corrections: To align with the FOV of the OST-HMD
and enhance immersion (Figure 2c, 2d), we adjusted the

scale of the overlaid content and seated users such that their
physical FOV with the desktop monitor matched the software
FOV captured by a GoPro camera (1:1 ratio), following pre-
vious research [12, 7, 51].

These corrections are applied to the design and context videos
before superimposing them to create the design-blended videos for
our study.

3.3 Experiment Design
The study is within-subject with participants evaluating designs
using the two viewing methods (OST-HMD viewing, SimulataR)
blocked by the OST-HMD platform (Nreal, HL2) for two routes.
For each location-mobility pair in a route, participants evaluated
two types of content (simple, and complex). Following Oulasvirta
et al [49], we tackled order effects by randomizing the route direc-
tion (normal or reverse), order of OST-HMD platform, and order of
content type. The order of viewing methods was fully counterbal-
anced.

3.3.1 Stimuli
We recorded context videos in real-world locations that are repre-
sentative of the contexts shown in Figure 2b. Our recording setup
is similar to the one in [27] and utilized a GoPro Hero10 camera
affixed 5 cm in front of the users’ eyes on a bicycle helmet. The
camera operated at 50 FPS with a 2704 x 1520 (2K) resolution and
a 95° diagonal FOV in Linear mode (16:9 aspect ratio) [23], lever-
aging standard Hypersmooth stabilization to simulate the vestibulo-
ocular reflex stabilization effect [16].

For each design, we created two design variants conveying the
same information but differing in visual properties that can im-
pact usability on OST-HMDs such as background, text properties
such as size, font, and color [19, 53], and position and layout in
users’ FOV [59, 21, 29]. The designs were superimposed on con-
text videos by making the necessary corrections as described in Sec.
3.2.

3.4 Measures
To understand the similarity of the viewing methods, users are
asked to subjectively assess each design variant in terms of its
suitability for use on OST-HMDs in a given context. Users as-
sessed various design dimensions used in prior OST-HMD litera-
ture namely noticeability, identifiability, comfort, level of environ-
mental awareness, and multitaskability [29, 5, 30] using a 7-point
Likert scale. We compare user ratings for each design variant in
either viewing methods to understand the similarity in user’s per-
ception between SimulataR and OST-HMD. High similarity (statis-
tically equivalent) indicates that the viewing methods are equiva-
lent. In addition, users’ subjectively compare the overall similarity
between SimulataR and OST-HMD viewing for each context.
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Figure 2: (a) Comparison of a simple overlay of content on a context video (left half) and a design-blended video with visual corrections
(right half) and (b) An overview of the routes undertaken by the user

3.5 Study Apparatus

For OST-HMD-viewing we consider two OST-HMD platforms,
Nreal Light (Nreal) and Hololens 2 (HL2), that differ in their spec-
ifications. For the SimulataR condition, the design-blended videos
were displayed on a desktop monitor centered at the user’s eye
level. Users were seated 30 cm from the display to match the phys-
ical and software FOV.

3.6 Participants

We recruited 12 users (7 Female, 5 Male; M=25.54, SD=2.63 years)
who had experience with OST-HMD platforms. Six had 3-5 years
of experience with building developing AR apps for smartphones
and OST-HMDs using Unity. The other six had 1-2 years of OST-
HMD content design or had participated in multiple research stud-
ies using OST-HMDs in the past.

Participants evaluated design variants across 12 scenarios (6 per
route) over two days, taking on average 9 hours to complete the
study. On a given day, participants completed both viewing con-
ditions for an OST-HMD in a two hour session with a break of 30
minutes between the conditions. They received 60 USD for their
participation. This study was approved by the IRB of our institu-
tion, and an informed consent was obtained from every participant.

3.7 Study Procedure

The study started with task explanation and a short training for ac-
cessing the designs on the OST-HMD platform for that day. They
then sequentially evaluated design variants for each content type in
the assigned viewing method as they progress through the route,
providing immediate subjective ratings and choosing a preferred
variant. After each session, a short semi-structured interview was
held to gather insights on the pros and cons of each viewing method.

4 STUDY: RESULTS

4.1 Data Analysis

We gathered 5760 data points over 108 experimental hours. Due to
violations of ANOVA’s normality assumption, we used aligned rank
transformation [67] followed by Tukey corrected post hoc tests for
analysis. When no significant differences were noted, we employed
the Two One-Sided Test (TOST) [61] to check for viewing method
equivalence, defining a ±1 difference in the rating scale range as
practically equivalent to zero.

We present the results in the format of design variant A stats
followed by variant B stats (i.e., (p = 0.1)A; (p = 0.5)B indicates
a p value of 0.1 for A variant, and p value of 0.5 for B variant).
See Figure 3 for a summary of how context affects SimulataR and
OST-HMD viewing equivalency.

4.2 Similarity of assessments between viewing meth-
ods

4.2.1 Nreal
A repeated measures ANOVA did not show any significant dif-
ferences between viewing methods for either design variant and
were statistically equivalent for noticeability (F1,517 = 0.25, p =
0.61)A(t(11) = 5.93, p < 0.001)A; (F1,517 = 0.03, p =
0.86)B(t(11) = 5.59, p < 0.001)B , identifiability (F1,517 =
0.04, p = 0.83)A(t(11) = 5.33, p < 0.001)A; (F1,517 =
0.31, p = 0.57)B(t(11) = 5.79, p < 0.001)B , comfort (F1,517 =
0.07, p = 0.78)A(t(11) = 6.7, p < 0.001)A; (F1,517 =
0.19, p = 0.65)B(t(11) = 5.78, p < 0.001)B , environ-
mental awareness (F1,517 = 0.04, p = 0.84)A(t(11) =
5.87, p < 0.001)A; (F1,517 = 0.03, p = 0.85)B(t(11) =
5.57, p < 0.001)B , and multitaskability (F1,517 = 0.22, p =
0.63)A(t(11) = 8.03, p < 0.001)A; (F1,517 = 0.09, p =
0.76)B(t(11) = 6.07, p < 0.001)B .

The ANOVA revealed no significant interactions for viewing
method x mobility, and viewing method x design type across all
design dimensions. However, significant interactions were found
for viewing method x lighting level for noticeability (F1,517 =
4.46, p = 0.03)B , and for viewing method x location for no-
ticeability (F1,517 = 4.09, p = 0.01)B and comfort (F1,517 =
5.13, p < 0.001)B for one of the design variant. Despite this,
post-hoc tests showed no significant differences, except in highly
lit outdoor locations and during outdoor walking scenarios.

4.2.2 Hololens 2
A repeated measures ANOVA showed significant differences be-
tween viewing methods for noticeability (F1,517 = 78.1, p <
0.001)A; (F1,517 = 51.06, p < 0.001)B , identifiability (F1,517 =
60.84, p < 0.001)A; (F1,517 = 73.90, p < 0.001)B , com-
fort (F1,517 = 40.49, p < 0.001)A; (F1,517 = 34.83, p =<
0.001)B , environmental awareness (F1,517 = 18.92, p <
0.001)A; (F1,517 = 4.03, p = 0.04)B , and multitaskability
(F1,517 = 15.54, p < 0.001)A; (F1,517 = 4.05, p = 0.04)B , sug-
gesting that SimulataR did not simulate a HL2 viewing experience
well enough to assess the designs.

Significant interactions were also found for all combinations of
viewing method with other contextual factors for the design dimen-
sions. Post hoc contrasts and equivalence tests showed that assess-
ments were non-equivalent primarily at high lighting levels across
location, mobility, and content type.

4.3 Similarity of SimulataR Vs. OST-HMD viewing
Table 3 shows average ratings on how similar SimulataR was to
OST-HMD viewing in different contexts for each platform. In gen-
eral, we see that SimulataR closely approximates OST-HMD view-



Figure 3: Descriptive table of equivalence in users’ assessments for the design dimensions in each context. Each cell is marked green if there
is significant equivalence of ratings for both design variants, yellow if equivalence was seen only for one of the variants, and red if equivalence
failed for both variants.

p < 0.05 for both variants 
p < 0.05 for one of the variants 
p > 0.05 for both variants 

Nreal HL2 Nreal HL2 Nreal HL2 Nreal HL2 Nreal HL2
Indoor, Low
Indoor, High
Outdoor, Low
Outdoor, High
Transport, Low
Transport, High
Indoor, Sit
Indoor, Walk
Outdoor, Sit
Outdoor, Walk
Transport, Sit
Transport, Walk
Low, Sit
Low, Walk
High, Sit
High, Walk

Lighting Level
Vs.

Mobility

Comfort
Environmental

Awareness MultitaskabilityNoticeability Identifiability

Location
Vs.

Lighting Level

Location
Vs.

Mobility

Table 3: Descriptive results for the similarity of SimulataR to OST-
HMD viewing based on contextual factors. The average similarity
values (1=Dissimilar, 7=Similar) are color coded; with green indi-
cating high levels of similarity, yellow indicating sufficient similar-
ity, and red indicating a low similarity to OST-HMD viewing.

Indoor Outdoor Transport
Sitting Walking Sitting Walking Sitting Walking

Nreal 5.92 (0.90) 5.67 (0.98) 4.92 (1.16) 3.92 (1.44) 5.42 (1.00) 4.33 (1.23)High
Lighting HL2 5.00 (1.13) 4.42 (1.08) 3.58 (1.31) 2.58 (0.79) 3.50 (1.45) 2.58 (1.00)

Nreal 6.17 (0.94) 5.67 (0.98) 6.00 (0.85) 5.17 (1.11) 5.42 (1.68) 4.75 (1.48)Low
Lighting HL2 5.25 (1.29) 4.83 (0.94) 5.08 (1.16) 3.92 (1.31) 4.50 (1.57) 3.67 (1.50)

ing at low lighting levels. Notably, it offered greater stability with
Nreal even in high lighting compared to HL2. However, at high
lighting levels, SimulataR’s usability declined, particularly on the
HL2 platform, with users’ mobility further impacting the simula-
tion experience.

4.4 Qualitative Feedback

There was general consensus that SimulataR can be an efficient and
useful technique for rapid prototyping of assisted reality. Users
suggested that SimulataR could be particularly useful in the early
stages of design, helping narrow down on potential designs for ex-
tensive real-world testing: ”It [SimulataR] can save me a lot of
time... I can cut down 70-80% of the bad designs and only check
the really good ones on the glass.” (P3). Furthermore, users also
suggested that SimulataR can be potentially useful for newcomers
in the AR/MR design field: ”This would have helped me a lot when
I started out... I can quickly learn how designing for OST-HMDs is
different, what works and what doesn’t” (P6).

Moreover, SimulataR helped address the issue of social discom-
fort experienced during public testing with wearables [11, 57], as
cited by two participants, allowing for a more focused and com-
fortable evaluation process without the scrutiny of bystanders. For
instance, P4 contrasted their earlier experience of evaluating with
an OST-HMD in public with SimulataR, ”[With real HL2] Every-
one was looking at me when I was wearing the Hololens and mak-
ing gestures. It’s very uncomfortable for me and maybe for them
also... I try to finish my testing as fast as possible... It affects my
focus on testing... [using SimulataR] I can think about the issues in
my design more clearly” (P4). Thus, SimulataR facilitates efficient,
convenient, and discrete design assessments from a desktop.

4.5 Discussion

Our study explored the effectiveness of using SimulataR to assess
UIs designed for assisted reality experiences in various settings. We
now reflect back on the research question we posed earlier and dis-
cuss our findings. Overall, we see that SimulataR can successfully
simulate the OST-HMD viewing experience, albeit with varying de-
grees of accuracy depending on contextual factors, with lighting
level having the highest impact followed by the mobility task.

From Table 3 we see that at low to moderate lighting levels, Sim-
ulataR provided a successful simulation of the OST-HMD view-
ing experience across contextual factors, OST-HMDs, and design
types, supporting our case for the generalisability of SimulataR.
This finding is validated by the statistical equivalence of design rat-
ings and users’ comments: ”The transparency and the layout of the
content are captured really well on the simulator” (P2), [Comparing
OST-HMD viewing to SimulataR] The way the content shakes and
my attention split is not exactly the same,... but still the simulation
gives me an overall idea of how the experience will be” (P3).

However, SimulataR was less successful for design assessment
in high lighting conditions, especially in outdoor and transport set-
tings, as indicated by the significant difference in ratings in these
situations. This could be due to two reasons. First, in bright out-
door settings, virtual imagery on the OST-HMD appears “washed-
out” with reduced contrast [14, 15]. Although we corrected for
this effect during design blending, users felt that SimulataR over-
estimated the visibility compared to OST-HMD viewing. Second,
the real-world high lighting induces changes in pupil size, which
affects visual acuity and contrast sensitivity [62]. Such physiologi-
cal reactions are challenging to mirror using SimulataR. Moreover,
these limitations were more pronounced when users were mobile,
possibly because users could focus on and perceive virtual content
even with reduced visibility when seated.

Our results also indicate that at high lighting levels, SimulataR
was better at assessing designs for NReal than HL2. One reason for
this is that the HL2 platform has a poorer contrast ratio (2-3%) than
Nreal in bright ambient light [15], which in turn makes the plat-
form more prone to color blending effects [33]. In addition, HL2
has color uniformity problems compared to Nreal [24], possibly due
display technology variations. SimulataR did not adequately cap-
ture these contrast and color issues in HL2, signaling the necessity
for further adjustments to SimulataR facilitate evaluations in these
situations.

In summary, our results indicate that SimulataR can be used to
assess assisted reality designs in a generalisable manner in low to
moderate lighting levels across real-world settings, but it may not



Figure 4: Design-blending tool used for the case study

capture the true assisted reality experience in outdoor high lighting
situations, especially for HL2.

5 CASE STUDIES WITH DESIGNERS

Our field study revealed that design-blended videos on a desktop
have the potential to visually approximate wearable assisted reality
experiences across diverse conditions. To understand whether such
an approach could be useful to designers when designing wearable
AR experiences, we instantiated the SimulataR approach as a web-
based tool that creates design-blended videos using prototypes pro-
vided by the user. We used the tool as a probe to investigate the
the rapid prototyping capabilities of the design-blending approach
through case studies with two designers.

5.1 SimulataR Tool
The tool consists of two primary components: a set of context
videos for use in the prototyping process and a web interface to
facilitate design-blending.

Context Video Pool To allow designers to readily use our tool
for design assessment, we decided to expand upon the pool of con-
text videos collected in the field study. In collecting new FPV
videos, our objective was to cover more representative contexts
where wearable displays will be likely be used. Guided by a recent
taxonomy describing common usage contexts of wearables [1], we
captured diverse contexts (e.g., commute in bus, walking in a mall,
sitting in a park) in different lighting conditions.

Web Interface We created a basic interface (refer to Figure
4) enabling designers to select a context video from our collec-
tion and specify the smart glasses they want to simulate (HL2 or
Nreal). They can then upload their design prototype, created either
in Figma or other external tools, as an image. Later, they can view
the resulting design-blended video in full-screen mode. The blend-
ing of the design with the video is done automatically, adjusting the
properties of both elements as detailed in Section 3.2.

5.2 Participants
We reached out to two designers who were interested in using the
tool for their AR application design process. The first designer (D1)
had 5 years experience designing for web and mobile interfaces.
They had previously designed a mobile AR application, but not for
wearable AR. The second designer (D2) had 3 years of web design
experience and had recently designed a wearable AR application for
composing and replying to emails across diverse mobile contexts
(e.g. walking, bus/train commute).

5.3 Findings
5.3.1 Tool Usage
D1 employed the SimulataR tool to develop a mixed reality appli-
cation intended to enhance students’ learning from study materials,
such as biology textbooks, by integrating augmented images and

labels. They initially designed a prototype using the standard light
gradient colors available in VR toolkit, but the prototypes proved
problematic during tests on Hololens 2 due to low readability. To
address this, D1 used SimulataR with a context video depicting an
office scenario with a person seated at a desk to refine the UI. The
UI improvements were carried out in two phases: the first adjust-
ment focused on optimizing text readability and color, followed by
modifications to the UI size and layout. The resulting design was
found to be more effective on Hololens 2.

In D2’s case, having already developed the wearable email app,
they used SimulataR to retrospectively analyze how it could have
influenced their design process. They tested their initial designs us-
ing SimulataR in diverse context videos since usability across dif-
ferent environments was crucial for their app. They identified two
promising versions based on SimulataR output, which they felt had
to be tested in real-world conditions before finalizing the design.

5.3.2 Qualitative Feedback
Both designers found SimulataR to be easy to use and valuable for
early-stage prototyping. The design-blended videos were found
to closely resemble the wearable viewing experience, offering a
clearer understanding of how a particular context would affect the
appearance of their UI prototypes. From participants’ feedback, we
identified three main use cases of SimulataR.

Color scheme and text design. Both designers noted the tool’s
effectiveness in identifying UI color schemes and text properties
that are clear and visually suitable for the intended usage context.
The transparency and tint effects applied to the designs and con-
text videos provided clear insights into what designs work and what
doesn’t. For instance, D2 contrasted their earlier design process for
their AR email application, noting the significant reduction in time
to identify appropriate text properties: ”It [traditional AR design
process] took a lot of time ... I tried multiple options as they all
looked good on the desktop but were so different when I loaded in
the smart glasses.... with SimulataR I could compare multiple text
styles in the scene and I quickly found the same winning options as
last time.”

Spatial layout and size estimation. Users reported that the con-
text video was not only useful in adding a sense of realism to the
design process, but also served as an reference to decide the spatial
layout and size of UIs needed for their application. For instance,
D2 found that the tool could be used to evaluate how different el-
ements of the UI would block or interact with the user’s view in
real-world scenarios, such as in busy or constrained spaces like hall-
ways, buses, and supermarkets. D1 also identified another interest-
ing application: they used it as a comparative tool to estimate UI
sizes in Unity based on the size of various environmental objects
in the context video, streamlining what would otherwise be an iter-
ative task: ”My context video has an office desk with some study
notes in front of the user... [when using SimulataR] I realised that
the [virtual] images in my application should roughly be the size of
text block in the note.... I had a much better sense of each element’s
position and size”.

Scalability to diverse contexts SimulatAR proved particularly
useful for designing applications intended for use in diverse set-
tings. For instance, D2 highlighted how SimulataR facilitated re-
mote evaluation of designs in multiple contexts, which could sig-
nificantly reduce the effort and testing time: ”with SimulatAR I
could have tested my designs without physically travelling to each
location... it [the application development] would have been much
faster and easier”.

6 DISCUSSION

The field studies and case studies presented in this paper demon-
strate the potential of design-blending as an early-stage rapid pro-
totyping of assisted reality interfaces. Below, we discuss the key



Figure 5: The design process adopted by designer D1 in the case study. They began with testing on a Hololens 2, followed by testing on
SimulataR to make adjustments in the color, size, and layout of the UIs. The designs were subsequently verified in diverse contexts.

considerations that designers must look at when deciding to use
SimulataR for their prototyping and how the research community
can build on this approach to further enhance the prototyping expe-
rience.

6.1 When should designers use SimulataR ?
We envision SimulataR as a pivotal approach for early-stage rapid
prototyping of assisted reality interfaces, enabling designers to
evaluate AR application variants and shortlist designs for real-world
testing. It is particularly effective for simulating assisted reality in
indoor and moderately lit outdoor settings. However, its perfor-
mance reduces in brighter settings, especially on the HL2 platform.
Addressing this shortfall would involve refining the brightness and
color correction models [8]. Moreover, integrating recent advances
in generative modelling [31] could facilitate data-driven end-to-
end solutions for creating design-blended videos conditioned on the
SimulataR inputs.

Another use case of SimulataR that we foresee is its utilization as
an educational tool to provide insights into the assisted reality ex-
perience. Many educational institutions lack access to AR glasses,
limiting hands-on AR exposure. SimulataR can provide a prelimi-
nary exposure to AR environments, fostering innovative interactive
designs beyond traditional mobile applications. It can offer students
a better sense of AR interface design, preparing them for real-world
AR glass scenarios, enhancing creativity, and advancing AR design
education.

6.2 When should we consider alternatives to SimulataR
?

To simulate mixed reality prototypes involving spatial positioning
or controlled studies where detailed metrics like response times
need to be measured, high-fidelity techniques might be preferable.
SimulataR compromises on depth perception and immersion due
to its monoscopic approach, focusing instead on wearable assisted
reality where depth simulation is less vital. This design choice fa-
cilitated affordable and simpler setups, even for users with mini-
mal coding skills. Future research could investigate affordable al-
ternatives to CAVE setups to offer users immersive experiences,
potentially applying recent studies utilizing 360◦ videos [27] and
spatially-aware multi-viewpoint videos [38] to enrich our design
blending approach.

6.3 Limitations
The outdoor scenarios in our dataset and field study focus on trop-
ical, humid regions. Though we propose using egocentric video
datasets to diversify contexts, the effect of differing FOVs and
video perspectives remains unclear. While we anticipate tolerance

to moderate variations of these factors, future research should test
the validity of our approach for these cases.

Additionally, our study’s sample size (n = 12) is relatively
small, as we specifically targeted AR users with prior OST-HMD
experience. We chose this population as their experience is es-
sential to judge the similarity between SimulataR and OST-HMD
viewing and provide insightful feedback on even nuanced contrasts
between the viewing methods. We anticipate that future research
cab replicate and expand upon our findings

7 CONCLUSION

We explored the feasibility of simulating the assisted reality offered
by OST-HMDs on a desktop monitor using design-blended videos
(SimulataR). Our evaluation with experienced AR users demon-
strated that assessments made with SimulataR were statistically
equivalent to assessments made using a real OST-HMD, highlight-
ing its utility for quickly gauging assisted reality designs across a
diverse range of contexts, OST-HMD platforms, and design types.
Our findings contribute to the literature on rapid prototyping for
AR, and we envision a pipeline to facilitate rapid prototyping and
narrowing down for designs real-world testing.
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